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' H ow long will researchers working in adjoining 
fields ... abstain from expressing serious concern about the 

splendid isolation in which academic economics now finds 
itself?" Wassily Leontief, Nobel laureate in economics, asked 
almost two decades ago (Leontief 1982, p. 104). The question 
is extremely important, because economics is the foundation 
on which most decisions affecting agriculture, fisheries, the 
environment, and, indeed, most aspects of our daily lives are 
based. Natural scientists, including biological scientists, may 
have particular views on this or that economic policy, but few 
question the legitimacy of economics as a tool. We believe that, 
paraphrasing the great Prussian military historian Carl von 
Clausewitz, economics is too important to leave to the econ- 
omists, and that natural scientists should not leave the pro- 
cedures by which we undertake economics up to economists 
alone. Instead, natural scientists must contribute to a new dis- 
course about the means, methods, and ends of economics. 

This article is a response to Leontief's question. It is essential 
that economics be based on sound principles and that the poli- 
cies generated from it have a solid foundation. Neoclassical 
economics, the form of economics derived in the mid- 19th 
century that prevails today, focuses on problems related to 
value decisions, the behavior of economic actors, and the 
working of markets. These problems belong to the sphere of 
the social sciences (many of which, incidentally, have their own 
problems with neoclassical economic theory; see, for exam- 
ple, Marris 1992). But the wealth that is distributed in the mar- 
kets must be produced in the hard sphere of the material world 
where all operations must obey the laws and principles of 
physics, chemistry, and biology. Our concern is that most 

production models of economics are not based on these bio- 
physical laws and principles; in fact, they tend to ignore them 
(Georgescu-Roegen 1971, Daly 1973, 1977, Kummel et al. 
1985, Leontief 1982, Cleveland et al. 1984, Hall et al. 1986, Hall 
1992,2000). 

This disregard of the biophysical aspects of production by 
economists was not the rule historically. Quesnay and other 
members of the 18th-century French physiocrat school fo- 
cused on the use of solar radiation by biotic organisms and 
the role of land in generating wealth by capturing this energy 
through agricultural production. The classical economics of 
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Adam Smith, David Ricardo, and Karl Marx encompassed 
both the physical origin and the distribution of wealth (Ri- 
cardo 1891, Marx 1906, Smith 1937). Podolinsky, Geddes, 
Soddy, and Hogben were biological and physical scientists of 
the 19th and early 20th centuries who thought deeply about 
economic issues (Martinez-Alier 1987, Christensen 1989, 
Cleveland and Ruth 1997). Thus we find the degree to which 
neoclassical economics has displaced classical economics cu- 
rious, almost a historical accident. The primary reason for this 
displacement was the superior mathematical rigor of neo- 
classical economics and the development of the marginal 
utility theory, which solved the "water vs. diamonds" paradox 
that classical economics could not. But the underlying bio- 
physical perspective of Smith and Ricardo was not incorpo- 
rated into the new mathematical elegance of the "marginal rev- 
olution." 

Consequently, major decisions that affect millions of peo- 
ple and most of the world's ecosystems are based on neo- 
classical economic models that, although internally consistent 
and mathematically sophisticated, ignore or are not sufficiently 
consistent with the basic laws of nature. This leads to the fail- 
ure of those economic policies that run counter to these laws 
and endanger sustainable development. In this article we ex- 
amine this issue in more detail, making a case for including 
the laws of nature in economic theory and analysis, and in the 
policies derived from this theory, as carefully and explicitly as 
the assumptions on human preferences and choices. Both nat- 
ural scientists and even many economists have been leveling 
severe criticisms at the basis of neoclassical economics for 
many years (Soddy 1926, Boulding 1966, Georgescu- 
Roegen 1966,1971, Daly 1973, Binswanger and Ledergerber 
1974, Cleveland et al. 1984, Hall et al. 1986,Ayres 1996,1999). 
These criticisms, however, are largely ignored by neoclassical 
economists, and the rest of the scientific community seems 
to be largely unaware of them. We believe that it is time to ex- 
hume these criticisms and add to them more recent analytic 
work that gives them even greater validity. 

Past criticisms of neoclassical economics from the per- 
spective of natural scientists can be summarized as three 
fundamental arguments: (1) The structure of the basic con- 
ceptual neoclassical model is unrealistic because it is not 
based on the biophysical world and the laws governing it, es- 
pecially thermodynamics (Figure la); (2) the boundaries of 
analysis are inappropriate because they do not include the real 
processes of the biosphere that provide the material and en- 
ergy inputs, the waste sinks, and the necessary milieu for the 
economic process (Figure 2); and (3) the basic assumptions 
underlying the models used have not been put forth as testable 
hypotheses but rather as givens. 

We substantiate these three criticisms below and present 
a new model of industrial production that we believe further 
supports our criticisms and our assessment of the importance 
of energy. In this new model, the output of the economic sys- 
tem and the maintenance of its components depend upon 
continuous input of energy into the system, as is true for all 
organisms and ecosystems. 

Critique of neoclassical economics 
"Anything as important in industrial life as power deserves 
more attention than it has yet received from economists .... A 
theory of production that will really explain how wealth is pro- 
duced must analyze the contribution of the element energy" 
(Tryon 1927). "The decisive mistake of traditional econom- 
ics ... is the disregard of energy as a factor of production" 
(Binswanger and Ledergerber 1974). 

Argument 1: Thermodynamics. Contemporary eco- 
nomics pays only marginal attention to the first and second 
laws of thermodynamics. This is a serious conceptual flaw and 
an obstacle to the design of economic policies that can suc- 
cessfully meet the challenges of pollution, resource scarcity, 
and unemployment. The two laws say that nothing happens 
in the world without energy conversion and entropy pro- 
duction, with the consequence that every process of biotic and 
industrial production requires the input of energy. Because 
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Figure 1. Two views of the economy, (a) The neoclassical 
view of how economies work. Households sell or rent 
land, natural resources, labor, and capital to firms in 
exchange for rent, wages, and profit (factorpayments). 
Firms combine the factors of production and produce 
goods and services in return for consumption expendi- 
tures, investment, government expenditures, and net 
exports. This view represents, essentially, a perpetual 
motion machine. (b) Ourperspective, based on a bio- 
physical viewpoint, of the minimum changes required to 
make Figure l a  conform to reality. We have added the 
basic energy and material inputs and outputs that are 
essential i f  the economic processes represented in Figure 
l a  are to takeplace (redrawn from Daly 1977). 
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Figure 2. A more comprehensive and accurate model of how economies actually work. The second column of this diagram rep- 
resents the entire global ecosystem milieu within which the rest of the global economy operates. Natural energies drive geolog- 
ical, biological, and chemical cycles that produce natural resources and public service functions and maintain the milieu es- 
sential for all other economic steps. Extractive sectors use economic energies to exploit natural resources and convert them to 
raw materials. Raw materials are used by manufacturing and other intermediate sectors to produce final goods and services. 
These final goods and services are distributed by the commercial sector to final demand. Eventually, nonrecycled materials 
and waste heat return to the environment as wasteproducts. We believe this diagram to be the minimum model of how a real 
economy works. 

of unavoidable entropy production, the valuable part of en- 
ergy (exergy) is transformed into useless heat at the temper- 
ature of the environment (energy), and usually matter is dis- 
sipated, too. This results in pollution and, eventually, 
exhaustion of the higher grade resources of fossil fuels and raw 
materials. Human labor, living on food, has been and con- 
tinues to be replaced (at least in part) by energy-driven ma- 
chines in the routine production of goods and services. 

Although the first and second laws of thermodynamics are 
the most thoroughly tested and validated laws of nature, and 
they state explicitly that it is impossible to have a perpetual 
motion machine-that is, a machine that performs work 
without the input of exergy-the basic neoclassical economic 
model is a perpetual motion machine, with no required in- 
puts or limits (Figure la). Most economists have accepted that 
incomplete model as the basis for their analyses and have 

relegated energy and other resources to unimportance in 
those analyses (e.g., Denison 1979, 1984). This attitude was 
fixed in the minds of most economists by the analysis of 
Barnett and Morse (1963), who found no indication of in- 
creasing scarcity of raw materials, as determined by their 
inflation-corrected price, for the first half of the 20th century 
(Smith 1989). 

Their analysis, although cited by nearly all economists in- 
terested in the depletion issue, was nonetheless seriously in- 
complete. Cleveland showed that the only reason that de- 
creasing concentrations and qualities of resources were not 
translated into higher prices for constant quality was be- 
cause of the decreasing price of energy and its increasing use 
in the exploitation of increasingly lower-grade reserves in the 
United States and elsewhere (Cleveland 1991). Thus, al- 
though economists have argued that natural resources are not 
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important to the economy, the truth is that it is only because 
of the abundant availability of many natural resources that eco- 
nomics can assign them low monetary value, despite their crit- 
ical importance to economic production. 

The perspective of Nobel laureate in economics Robert M. 
Solow is interesting. In 1974 he considered the possibility 
that "the world can, in effect, get along without natural re- 
sources," because of the technological options for the substi- 
tution of other factors for nonrenewable resources; he noted, 
however, that if "real output per unit of resources is effectively 
bounded-cannot exceed some upper limit of productivity 
which in turn is not too far from where we are now-then ca- 
tastrophe is unavoidable" (Solow 1974, p. l l ) .  More recently, 
Solow stated, "It is of the essence that production cannot 
take place without some use of natural resources" (Solow 
1992,1993). Clearly there is need for more analytical and em- 
pirical work on the relation between production and natural 
resources, especially energy but also all aspects of the sup- 
portive contributions of the biosphere. We believe that the at- 
tempt to simply put a monetary value on these services, al- 
though useful in some respects, is insufficient to resolve the 
issue, if only because such values are based on human per- 
ceptions that, in turn, are developed on the basis of imperfect 
information and-all too often-myopia. 

Why does neoclassical economics assign 
a low value to natural resources? 
The conventional neoclassical view of the low importance of 
energy and materials dates back to the first stages in the de- 
velopment of neoclassical economics. Initially the focus was 
not so much on the generation of wealth as on its distribu- 
tion and the "efficiency of markets." Consequently, the early 
thinkers in economics started with a model of pure exchange 
of goods, without considering their production. With a set of 
mathematical assumptions on "rational consumer behav- 
ior," it was shown that, through the exchange of goods in mar- 
kets, an equilibrium results in which all consumers maximize 
their utility, in the sense that it is not possible to improve the 
situation of a single consumer without worsening the situa- 
tion of at least one other consumer (the so-called Pareto op- 
timum). This benefit of (perfect) markets is generally con- 
sidered as the foundation of free-market economics. It shows 
why markets, where "greedy" individuals meet, work at all. But 
later, when the model was extended to include production, the 
problem of the physical generation of wealth was coupled, in- 
separably, to the problem of the distribution of wealth as a con- 
sequence of the model structure: In the neoclassical equilib- 
rium, with the assumption of profit-maximizing 
entrepreneurial behavior, factor productivities by definition 
had to equal factor prices. This means that in the resulting 
model the weights with which the production factors con- 
tribute to the physical generation of wealth are determined by 
the cost share of each factor. In other words, observations on 
contemporary social structure and entrepreneurial behaviors 
are used to draw inferences concerning the physical impor- 
tance of production factors. 

Here lies the historical source of the economists' under- 
estimation of the production factor energy, because in ad- 
vanced industrial market economies the cost of energy, on the 
average, is only 5% to 6% of the total factor cost (Baron 
1997). Therefore, economists tend to either neglect energy as 
a factor of production altogether or they argue that the con- 
tribution of a change of energy input to the change of out- 
put is equal only to energy's small cost share of 5% to 6% 
(Denison 1979,1984). However, it can be argued that energy 
has a small share in total production costs not because it is rel- 
atively less important than capital or labor as a production fac- 
tor, but rather because of the free work of the biosphere and 
the geosphere, it has been abundant and cheap; moreover, not 
all costs of its use are reflected in its market price (i.e., the prob- 
lem of "externalities"). That energy actually has much more 
leverage was demonstrated by the impact of the two energy 
price explosions in the periods 1973-1975 and 1979-1981, 
which had significant impacts on economic growth (Cleve- 
land et al. 1984, Jorgenson 1984,1988). 

Neoclassical models that do not include energy cannot 
explain the empirically observed growth of output by the 
growth of the factor inputs labor and capital. There always re- 
mains a large unexplained growth residual that formally is at- 
tributed to what economists call "technological progress." 
"This ... has led to a criticism of the neoclassical model: it is a 
theory of growth that leaves the main factor in economic 
growth unexplained" (Solow 1994). As we argue below, 
weighting a factor by its cost share is an incorrect approach 
in growth theory. Likewise, the finite emission-absorption ca- 
pacity of the biosphere is vastly more important to future eco- 
nomic production than its present (often zero) price indicates. 

The human economy uses fossil and other fuels to support 
and empower labor and to produce and utilize capital, just as 
organisms and ecosystems use solar-derived energy to produce 
and maintain biomass and biotic functions. Labor productivity 
has been correlated highly with increasing energy use per 
worker. This has been especially critical in agriculture (Hall 
et al. 1986). Energy, capital, and labor are combined in human 
economies to upgrade natural resources (generated by nat- 
ural energy flows) to useful goods and services. Therefore eco- 
nomic production, like biotic production, can be viewed as 
the process of upgrading matter into highly ordered (ther- 
modynamically improbable) structures, both physical struc- 
tures and information. Where one speaks of "adding value"' 
at successive stages of production, one may also speak of 
"adding order" to matter through the use of free energy (ex- 
ergy). The perspective of examining economics in the hard 
sphere of physical production, where energy and material 
stocks and flows are important, is called biophysical eco- 
nomics. It must complement the social sphere perspective. 

Argument 2: Boundaries. Another problem with the ba- 
sic model used in neoclassical economics (Figure la) is that 
it does not include boundaries that in any way indicate the 
physical requirements or effects of economic activities. We be- 
lieve that at a minimum Figure la should be reconstructed as 
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Figure lb, to include the necessary resources, the generation 
of wastes, and the necessity for the economic process to oc- 
cur within the larger system, the biosphere (Dalyb1977, Cleve- 
land et al. 1984, Dung 1992, Ayres 1996, Dasgupta et al. 2000). 
Taking this assessment one step further, we believe that some- 
thing like Figure 2 is the diagram that should be used to rep- 
resent the actual physical aspects of an economy's working. 
It shows the necessity of the biosphere for the first steps of eco- 
nomic production and as a milieu for all subsequent steps. Fig- 
ure 2 further emphasizes the flow of energy and matter across 
the boundary separating the reservoirs of these gifts of nature 
from the realm of cultural transformation within which sub- 
boundaries indicate the different stages of their subsequent 
transformation into the goods and services of final demand. 
Some such diagram should be presented to every student in 
an introductory economics course so that the way in which 
the economic process operates in the real world is properly 
understood. 

Argument 3: Validation. Natural scientists expect the- 
oretical models to be tested before they are applied or devel- 
oped further. Unfortunately, economic policy with far- 
reaching consequences is often based on economic models 
that, although elegant and widely accepted, are not validated 
(Daly 1977, Cleveland et al. 1984, Dung 1992, Ayres 1996). Em- 
pirical tests to validate economic models are undertaken even 
less frequently in the developing countries, where these mod- 
els are followed regularly (e.g., Kroeger and Montagne 2000). 
As Nobel laureate in economics Wassily Leontief noted, many 
economic models are unable "to advance, in any perceptible 
way, a systematic understanding of the structure and the op- 
erations of a real economic system"; instead, they are based 
on "sets of more or less plausible but entirely arbitrary as- 
sumptions" leading to "precisely stated but irrelevant theo- 
retical conclusions" (Leontief 1982). 

Most noneconomists do not appreciate the degree to which 
contemporary economics is laden with arbitrary assump- 
tions. Nominally objective operations, such as determining the 
least cost for a project, evaluating costs and benefits, or cal- 
culating the total cost of a project, normally use explicit and 
supposedly objective economic criteria. In theory, all econo- 
mists might come up with the same conclusions to a given 
problem. In fact, such "objective"analyses, based on arbitrary 
and convenient assumptions, produce logically and mathe- 
matically tractable-but not necessarily realistic-models. 

Where there have been empirical analyses (of, for example, 
consumer choice), the results frequently have shown that the 
behavior of real people in experimental or laboratory situa- 
tions was quite different from the assumptions of a given neo- 
classical model (Schoemaker 1982, Smith 1989, Hall 1991). 
On the one hand, this is not surprising, because social science 
models of human behavior sometimes apply, and sobetimes 
they do not, depending upon which modeled subset of the in- 
finite set of human behavioral patterns is matched by the ac- 
tual group of people to which the model is applied. On the 
other hand, the authority economists often assign to their 

models is perplexing, because unavoidably fuzzy economic 
models do not become precise just because they emulate the 
mathematical rigor of physics. 

For example, Hamiltonians are used in economics in anal- 
ogy to the Hamiltonians in physics. In fact, in physics a 
Hamiltonian is an energy function representing the sum of 
kinetic and potential energy in a system from which one can 
derive the equations of motion of the particles of the system. 
In neoclassical production theory, the price vector is given by 
the gradient of the output in the space of the production fac- 
tors. This corresponds formally to the vector of a conserva- 
tive physical force, which is given by the gradient of potential 
energy in real space (Mirowski 1989). This formal analogy 
would result only in an appropriate description of economic 
situations if the economy evolved in a state of equilibrium 
characterized by a profit maximum that lies in the interior- 
not on the boundary-of the factor space accessible to the pro- 
duction system, according to its state of technology. However, 
as we show in the next section, this equilibrium has not been 
satisfied during three decades of industrial evolution in the 
United States, Japan, and Germany under the reign of low en- 
ergy prices. Rather, the economies have been sliding down- 
hill on the slope of the cost mountain inclined toward the cost 
minimum in the state of total automation. This state is char- 
acterized by minimum inputs of expensive labor and maxi- 
mum inputs of cheap energy combined with highly automated 
capital. Because of technological constraints, this cost mini- 
mum has not yet been reached (Kummel and Strassl 1985). 

Validation also proves difficult or impossible because both 
classical and neoclassical theories were originally developed 
using concepts of production factors as they existed in agrar- 
ian societies. These theories have been transferred more or less 
unchanged to applications in the modern industrial world. 
Very often no provisions have been added to the basic theory 
for industrialization and its consequences. 

The importance of energy 
to economic production 
In industrial economies the capital stock consists of all energy 
conversion devices and the installations and buildings nec- 
essary for their operation and protection. Its fundamental 
components are heat engines and transistors (formerly me- 
chanical switches, relays, and electronic valves), activated by 
energy and handled by labor. They provide the average citi- 
zen of the industrially developed countries with services that 
are energetically equivalent to those of 10 to 30 hard-labor- 
ing people-"energy slaves," if you will. These numbers would 
more than triple if one included energy for room and process 
heat. In 1995 primary energy consumption per capita per day 
was 133 kWh in Germany and 270 kWh in the United States. 
This would correspond numerically to about 44 and 90 en- 
ergy slaves per capita in Germany and in the United States, re- 
spectively, each one delivering about 3 kWh per day. Huge 
armies of energy slaves create our wealth. 

In order to demonstrate the economic importance of en- 
ergy quantitatively, we present an econometric analysis of 
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economic growth over three decades for the United States, 
Japan, and Germany (Kummel1980,1982,1989, Kummel et 
al. 1985, Kummel et al. 2000). This analysis shows how the 
proper inclusion of energy removes most of the unexplained 
residual encountered by neoclassical theory. 

We make the fundamental assumption that wealth, as rep- 
resented by the output Q of value added, is created by the co- 
operation of the production factors capital K, labor L, and en- 
ergy E in conjunction with creativity Cr. Raw materials are the 
passive partners of the production process. They are critically 
important but do not contribute by themselves to the gener- 
ation of value added. Their monetary value is not included 
in the national accounts' empirical time series on value added 
with which we compare our theoretical results. However, if ma- 
terials become scarce in spite of recycling, growth of course 
will be constrained. In systems in which catalytic processes play 
a quantitatively important role, one might consider treating 
the catalytic materials as a factor distinct from the capital stock 
Creativity is that specifically human contribution to eco- 
nomic evolution that cannot be made by any machine capa- 
ble of learning and that cannot be realized by changing fac- 
tor combinations. Creativity contributes ideas, inventions, 
value judgments, and decisions. Creativity's influence may be 
weak in the short run but important in the long run. In fact, 
creativity often has been about finding ways to increase en- 
ergy subsidies for a task. 

Q is of necessity measured in inflation-corrected monetary 
units, and so is K, whereas appropriate measures for E are Peta- 
joules per year and for L man-hours worked per year. E and 
L are obtained from the national energy and labor statistics, 
and K and Q from the national accounts. Ideally, one would 
like to measure K by the amount of work performance and 
information processing that capital stock is able to deliver when 
totally activated by energy and labor. Likewise, the output Q 
might be measured by the work performance and informa- 
tion processing necessary for its generation. The detailed, 
quantitative technological definitions of K and Q are given by 
Kummel(1980,1982, Kummel et al. 2000). However, these 
physical measurements of K and Q are not available. There- 
fore, we assume proportionality between them and the con- 
stant currency data. We normalize all variables to their val- 
ues (Qo, KO, Lo, Eo) for a base year. For a quantitative analysis 
of growth, we employ production functions q = q[k(t), l(t), 
e(t); t], which describe the evolution of the normalized out- 
put q = Q/Qo as the normalized inputs of capital, k = K/Ky 
labor, 1 = L/L,,, and energy, e = E/Eo change with time C, we al- 
low for an explicit time-dependence of q in order to model 
the effects of creativity.' 

We calculate production functions from the following 
growth equation that relates the (infinitesimal) relative change 
of the normalized output, dq/q, to the relative changes of the 
normalized inputs, dk/k, dl/l, de/e, and creativity's action: 
(1) dq/q = a(dk/k) + Q{dl/l) + y(de/e) + Cr. 

a ,  (3, and yare called the elasticities of production of capi- 
tal, labor, and energy in the language of economics. They 
measure the productive powers of the factors in the sense that 

(roughly speaking) they give the percentage of output change 
when the corresponding inputs change by 1%. They, and Cr, 
involve the partial derivatives of q.2 If one can approximately 
neglect the explicit time dependence of q, as we shall do for 
the moment, one has Cr = 0. 

Our procedure for calculating the production function 
from equation (1) differs in one essential point from that of 
neoclassical economics: We do not set a ,  (3, and y equal to the 
cost shares of capital, labor, and energy in total factor cost. This 
stipulated equality of elasticities of production and cost shares 
is a result of the fundamental hypotheses underlying the 
neoclassical equilibrium model. Instead, we determine these 
coefficients differently using an econometric analysis and a set 
of three differential equations representing the integrability 
conditions of the production functioa3 

The simplest nonconstant solutions of these equations 
with technologically meaningful boundary conditions are a 
= ao(l+e)/k, (3 = ao(co(l/e)-l/k), and y = 1 - a - (3, with tech- 
nology parameters an and cv4 Here, a. gives the weight with 
which the ratios of labor to capital and energy to capital 
contribute to the productive power of capital, and c0 indicates 
the energy demand e = cokJqJ of the fully utilized capital 
stock k(q) that would be required to generate the fraction 
q of output accessible to totally automated production with 
virtually no labor, while the production of (q - q) is labor sat- 
urated; then (3 goes to zero as e and k approach et and kf If 
one inserts these elasticities of production into equation (1) 
and integrates, with Cr = 0, one obtains the (first) LINEX pro- 
duction function 
(2) q = qoe exp [a0(2 - (l+e)/k) + aoco(l/e - I)], 
which depends linearly on energy and exponentially on quo- 
tients of capital, labor, and energy. 

The integration constant qo is the third technology para- 
meter of the theory. Its changes indicate changes in the mon- 
etary valuation of the original basket of goods and services 
making up the output unit Qy Activities of creativity Cr that 
lead to an explicit time dependence of the production func- 
tion can be modeled by allowing ao, c0, and qo to change in 
time. The elasticities of production, a ,  (3, and y, must be 
nonnegative to make sense economically. This poses impor- 
tant restrictions on the admissible factor quotients in a ,  (3, and 
equation (2). (Integration of equation (1) with the constants 
ao, Po, and yo = 1 - a. - Po, yields the energy dependent 
Cobb-Douglas production function q = q0@l^e1-^-^. This 
function, however, violates the laws of thermodynamics be- 
cause it allows for the almost complete substitution of energy 
by capital. Thus, it should be avoided in scenarios for the fu- 
ture.) Our model incorporates the limits to substitution, 
thanks to the restrictions on a ,  (3, and y. The LINEX function 
is of the type "variable elasticities of substitution." Its relation 
to the frequently used translog function has been discussed 
by Kummel et al. (1985). 

We tested our energy-dependent production function (eq. 
2) with empirical data, examining the sectors "Industries" of 
the United States and Japan and the West German manufac- 
turing sector ( Warenproduzierendes Gewerbe). (The sectors "In- 
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q,,=l.o4 
a,, = 0.12 
c0=2.12 

2,01 Qlm= 280 Bill. DMlm 

Figure 3. Theoretical (diamonds) and empirical 
(squares) growth of annual indutrialproduction q = 

QIQo in the USA (Qo = Q19rn), top; Japan (Q,, = Q1972), 
middle; and West Germany (Qo = Q1960), bottom. In all 
three systems the overall growth of the capital stock k is 
similar to the overall growth of the output q, and the ups 
and downs of energy inputs e and outputs q occur at the 
same times. Labor 1 rises in the United States, stays nearly 
constant in Japan, and decreases in West Germany The 
empirical time series of k,l,e can be found at the Web site 
http:// fieorie.physkmi-~erzb~g.de/TPl/kuemme~ 
profile.html. 

dustries" are defined by the "system of national accounts" and 
include the services-producing sectors). We were able to ob- 
tain consistent sets of data for these sectors) which produce 
about 80%) 90%, and 50%, respectively, of gross domestic 
product. When we inserted the numerical values for the tech- 
nology parameters given in Figure 3 and the annual empiri- 
cal inputs of k, 1) and e for the United States from 1960 to 1993) 
Japan from 1965 to 1992, and West Germany from 1960 to 
1989 into the LINEX function) we obtained the theoretical out- 
puts shown in Figure 3, together with the annual empirical 
outputs. For each country the numerical values of the three 
technology parameters have been determined by fitting the 
LINEX function to the empirical time series of output before 
and after 1977, using the Levenberg-Marquardt method (see 
Press et al. 1992). This results in the different sets of ao, co, and 
go shown in Figure 3) that is, a time dependence of the para- 
meters between 1977 and 1978. 

Results 
The LINEX functions, which include the production factor 
energy) reproduce the output of all three production systems 
for all years considered with only minor residuals, including 
the recessions caused by the two major energy crises. The en- 
ergy crises were triggered by the first and second oil-price ex- 
plosions in 1973-1975 and 1979-1981 in the wake of the 
Yom Kippur war between Israel and its Arab neighbors and 
the war between Iraq and Iran, respectively. The influence of 
creativity in response to the oil price increase shows in the re- 
duction of the energy demand of the capital stock, co, and the 
enhancement of capital's productive power by the enhanced 
a. after 1977. These shifts of technology parameters are the 
result of the decisions of governments and entrepreneurs to 
invest in energy conservation technologies after the shock of 
the first oil-price explosion. Structural changes toward less 
energy-intensive economic activities played a role as well. 

Of course, the limitation of the parametric time changes 
to one year is a consequence of our simple modeling of cre- 
ativity's action as a single one-year pulse. If one goes a step fur- 
ther-that is, assumes that creativity is always active and 
models the transitions between the different values of a. and 
co before and after the energy crises using continuous func- 
tions of t i m e t h e  discrepancies between the theoretical and 
empirical USA curves after 1985 disappear and the results for 
Japan and Germany remain practically the same5 (Henn 
2000). In any case, in the short run the changes caused by cre- 
ativity are small compared with the changes caused by the 
changing combinations of capital, labor) and energy. There- 
fore) creativity's influence) and thus any explicit time depen- 
dence of the production function) can be neglected during 
time spans of at least a decade. Even without any parameter 
readjustments between 1977 and 1978, the evolution of pro- 
duction in Germany and Japan during three decades is re- 
produced by the LINEX function with residuals of less than 
10% (Kummel et al. 2000). Other energy-dependent pro- 
duction functions with mathematically simpler (i.e.) con- 
stant) or more complicated elasticities of production yield 
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quantitatively and qualitatively similar results6 (Lindenberger 
2000). 

The results of our analysis also demonstrate in allthree cases 
that the productive power of energy is more important than 
that of capital or labor, and nearly an order of magnitude larger 
than the 5% share of energy cost in total factor cost. This fol- 
lows from the time-averaged LINEX elasticities of production 
of capital, labor, and energy, which are for the United States, - - 
a =0.36,B =0.10,7 =0.5%forJapan,E ~ 0 . 3 4 ,  =0.21, 
7 = 0.45; and for West Germany, E = 0.45, B = 0.05,Y = 0.50. 

In addition, the time-averaged elasticity of production of 
labor, B, is much smaller than labor's cost share (typidy 0.70). 
In industrialized countries such as the United States, 
energy commands about 5%, labor about 70%, and capital 
about 25% of total factor cost. This means that one of the 
fundamental assumptions of neoclassical equilibrium eco- 
nomics, that is, the equality of elasticities of production and 
cost shares, has not been satisfied under the conditions of pro- 
duction prevailing in the United States, Japan, and Germany 
over the last three decades. Rather, under pressure to minimize 
costs, these economies have been driven into substituting 
cheap, powerful energy (in combination with increasingly au- 
tomated capital stock) for expensive labor, which is weak 
economically in the sense that its elasticity of production is 
much smaller than that of energy. This substitution of energy 
for labor takes time because of technical constraints on the 
progress of automation, the demand for those products and 
services that cannot be produced in a totally automated fash- 
ion, and still-existing and respected laws and agreements. 
Therefore, the economies of the industrial countries have 
not yet reached the absolute cost minimum. 

Some social implications of our anaZysis 
If one accepts the importance of a biophysical basis for eco- 
nomics, then our analysis has some important implications 
for economics and for society. 

The replacement of expensive labor in routine jobs with the 
combination of cheap energy and capital stock is likely to con- 
tinue under the present incentive structure. This combination 
also reinforces the trend toward globalization, because goods 
and services produced in low-wage countries can be trans- 
ported cheaply to high-wage countries. Thus, high unem- 
ployment (in most high-wage countries) will continue if the 
disparities between the productive powers and cost shares of 
labor and energy are not removed (for example, by adjusting 
fiscal policy). Certainly, the low price of fossil fuels relative to 
their productive power generates large profits. But, as is well 
known, it also prevents the market penetration of large-scale 
energy-conserving and nonfossil energy technologies, which 
could lower the demand for fossil fuels and relieve some of 
the burden of pollution. We therefore believe that the prob- 
lems of unemployment, resource depletion, and pollution can 
be attacked successfully only if the pivotal role of energy as a 
factor of production is properly taken into account in eco- 
nomic and social policy. 

Price does not always r&ct scarciv and economic importance. 
Scarcity of a resource must be defined in terms of both short- 
and long-term resource availability. Price, the economist's 
usual metric of scarcity, reflects many important aspects of 
scarcity poorly because it is often based on short-term mar- 
ket values. Most important, as Norgaard (1990) and Reynolds 
(1999) show, is that uncertainty about the size of the base of 
a resource can obscure the actual trend in scarcity of that re- 
source, with the result that "empirical data on cost and 
pri ce... do not necessarily imply decreasing scarcity" (Reynolds 
1999, p. 165). As an example of this phenomenon, in mid-1999 
the real price of oil was at nearly its lowest level ever, despite 
the fact that most estimates of the time at which global oil pro- 
duction will peak range from 2000 to 2020 (Kerr 1998, Cleve- 
land 1999). 

The concept and implementation of sustainable develop- 
ment as interpreted and advocated by most economists must be 
thought through much more carefilb given the requirement for 
energy and materiak for all economic activiv (see Hall 2000 for 
a detailed analysis of Costa Rica). Energy is in fact dispro- 
portionately more important in terms of its impact on the 
economy than its monetary value suggests, as evidenced by 
the events of the 1970s (i.e., inflation, stock market declines, 
reduced economic output, and so on), which appear to be re- 
occurring to some degree in 2000 partly in response to a 
similar proportional increase in the price of oil. Fundamen- 
tally, current societal infrastructure has been built and main- 
tained on the basis of abundant, cheap supplies of high- 
quality energy-that is, energy characterized by the large 
amount of energy delivered to society per unit of energy in- 
vested in this delivery (through exploration and develop- 
ment or through trade of goods for imported energy [Hall et 
al. 19861). 

In developing nations, investmentpolicies based on neoclas- 
sical economic analyses encourage borrowing fiom developed 
countries and hencegrowing indebtedness. Pressure to service 
the debt encourages the quick extraction of resources to gen- 
erate a cash flow so that payments of interest and repayment 
of principal can be maintained. In the meantime, the long- 
term productivity of the region may be destroyed. But those 
assessments are not included in neoclassical analyses; in the 
rare cases where resources are included in the analysis, their 
value is heavily discounted. For example, many tropical coun- 
tries sell their forest products at a price far below their worth 
(Repetto 1988, Hall 20001, and the Russian government has 
been talked into abolishing its export tax on fossil fuels, 
which was the last source of secure revenues for highly in- 
debted Russia. Developing countries and nations in transition 
to market economies should attribute more importance to 
their natural resources than they presently do under the in- 
fluence of the reigning economic theory. 

Humans tend to seek political explanations for events that in 
fact may have been precipitated by biophysical causes. For ex- 
ample, Reynolds (2000) shows how the sharp decline in the 
former Soviet Union's oil production may have precipitated 
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the economic crises that led to the collapse of the Soviet 
Union. 

Some biolo ical implications 
of our ana f ysis 
Economies, just like ecosystems-or indeed any system- 
can be represented as stocks and flows of materials and en- 
ergy, with human material welfare largely a function of the per 
capita availability of these stocks and flows. 

Present agricultural technologies, most wildlife manage- 
ment and conservation programs, and perhaps biomedical 
technologies are as dependent on the availability of cheap en- 
ergy as anything else. For example, most increases in agri- 
cultural productivity have not come from genetics alone. In 
fact, for many crops there appears to be essentially no increase 
in gross photosynthesis but rather only an increase in the 
proportion of photosynthate that goes to the parts we eat, of- 
ten seeds, while the organs and functions of a wild plant 
(e.g., growing roots to take up more nutrients and water, 
generating secondary compounds for insect defense) are in- 
creasingly supplied by industrially derived inputs from out- 
side the plant (Smil2000). In addition, the efficiency of agri- 
culture tends to be inversely related to the intensity of use of 
land area or fertilizer (Hall et al. 1998, Hall 2000, chap. 12). 

Human material well-being is derived essentially by redi- 
recting energy stocks and flows from what natural selection 
and the accidents of geology dictated to ends determined by 
human needs and, increasingly, desires. Now some 40?!0 to 60Yo 
of global primary production is exploited, in one way or an- 
other, by the human economy (Vitousek et al. 1986,1997). 

Outlook: The challenge to construct 
a model that includes the biophysical 
basis of the economy 
Existing  economic^' models cannot effectively represent a 
total economy, because none has a biophysical basis; some at- 
tempts to produce such h model have meen made, however. 
First, there are very detailed and comprehensive models of the 
flow of energy through each sector of the US economy (Han- 
non 1982). But these do not include the flows of nature (such 
as the energy associated with the hydrological cycle, flows of 
rivers, solar energy, photosynthesis, and other important 
components of the economic system). Another approach, 
one that garners considerable controversy, does include the 
energy flows of nature and the human economy: This is 
emergy (with an "m") analysis, which also attempts to give each 
energy flow a weighting, according to its quality (Odum 
1996). This approach has been applied at an aggregated level 
to national economies and used as the basis for policy rec- 
ommendations (Brown et al. 1995). 

Finally, evolutionary economics looks for ways to model the 
economic process by combining nature's principle of self- 
organization with the growth of human knowledge and 
innovations8 (Witt 1997, Faber and Proops 1998). 

We must conclude, however, that a truly useful and ac- 
ceptable model that includes the biophysical basis of the 

economy is probably still far in the future. What then is the 
utility of bringing a biophysical perspective into economics? 
We believe that it is overwhelmingly heuristic. By thinking 
about economies as they actually are (i.e., Figure lb or 2) in- 
stead of how we might conceptualize them for analytic ease 
and tractability (i.e., Figure la), we can teach a new gener- 
ation of economists about the real operations of human 
economies and the various links to the "economies" of the 
natural world. We believe that doing so is especially im- 
portant because science gives us to understand that there are 
at least constraints, and possibly even limits, to growth. Fu- 
ture generations of economists probably will not be able to 
treat such issues as overpopulation, oil and groundwater de- 
pletion, and changes in the composition of the atmosphere 
and the biosphere simply as "externalities" to be given a 
price and rolled into the larger analysis; these will have to be 
treated as fundamental components of the total economic 
model. We do not understand how that can be done with- 
out starting from a biophysical basis. We challenge a new gen- 
eration of economists and natural scientists to think from 
this perspective. 
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Endnotes 
1. The constraints on economic growth attributable to entropy 

production (KUmme11980,1989) will not be considered in this analy- 
sis of the past. 

2. Equation (1) results from the total differential of the produc- 
tion function. The elasticities of production are a(k,l,e) = (k/q)(aqlak), 
p(k,l,e) = (l/q)(aqldl), y(k,l,e) = (e/q)(aqlae), and the term due to the 
creativity-induced explicit time dependence of the production func- 
tion is Cr = (t/q)(aq/at)(dt/t). 

3. The differential equations result from the requirement that the 
second-order &xed derivatives of the production function with re- 
spect to the production factors are equal. With the assumption of con- 
stant returns to scale, i.e., y= - a - p, the differential equation for 
a is k@alak) + l(ada1) + e(adae) = 0, the equation for p has iden- 
tical structure, and the coupling equation reads l(ada1) = k(ap1ak). 
The most general solutions of the first two equations are a = f(l/k, 
elk) and p = g[llk, elk), with arbitrary differentiable functions f and 
g. The boundary conditions that would unequivocally determine the 
solutions of this system of partial differential equations would re- 
quire knowledge of p on a surface and of a on a curve in k,l,e space. 
It is practically impossible to obtain such knowledge. Therefore, one 
has to choose approximate or asymptotic boundary conditions. 

4. These solutions take into account the possible approach to the 
state of total automation, as described in the paragraph preceeding 
equation (21, and the condition that a must vanish if (1 + e)lk goes 
to zero: With zero labor and energy, i.e., zero capacity utilization of 
capital, capital growth cannot contribute to output growth. These 
"asymmetric" boundary conditions lead to the "asymmetric" solu- 
tions of the symmetric set of differential equations. When we tested 
other boundary conditions and more sophisticated elasticities of pro- 
duction with the corresponding "higher" LINEX functions, the 
quantitative results did not change significantly (Kummel et al. 
1985, Lindenberger 2000). 

5. Yet another modeling of creativity's action is possible for West 
Germany, where we know$the time series of the share of electricity 
El[t) in end-energy consumption: If one replaces e by [l+El(t)]e in 
the LINEX production function and determines the three technol- 
ogy parameters by only one fitting procedure for the period 1960 to 
1989, one obtains a theoretical output that is barely discernible 
from the one in Figure 3, bottom (Kiimmel et al. 2000). This is 
consistent with the observation that efficiency improvements nor- 

mally require more electrical devices and confkms the view that elec- 
trification and technological progress are closely interrelated 
(Jorgenson 1984). 

6. Like the Deutsche Bundesbank (Federal Reserve Bank of Ger- 
many; 1996) in its macroeconometric multicountry model, we pre- 
sent here the standard econometric quality measures, namely, the co- 
efficient of determination, R2 (the "best" possible value is loo), and 
the Durbii-Watson coefficient of autocorrelation, dw (the ''best? pos- 
sible value is 2.0). The R2 and dw pertinent to the LINEX functions 
in Figure 3 are, for West Germany, 0.991 and 1.23 during 1960-1977, 
0.782 and 0.96 during 1978-1989; for Japan, 0.995 and 1.22 during 
1965-1977,0.992 and 1.15 during 1978-1992 and for the United 
States, 0.983 and 0.65 during 1960-1977, and very small values dur- 
ing 1978-1993. In Julian Henn's (2000) innovation-msion model 
with continuously decreasing co(t) and increasing ao(t)-not shown 
in Figure 3 -0ne  finds, for the United States, R2 = 0.997 and dw = 
0.95 for the period 1960-1993; for Japan and Germany, the R2 and 
dw are better than 0.993 and 1.57 for the full length of the observa- ., 
tion times. The technology parameters have been determined with 
the help of the Levenberg-Marquardt method in nonlinear opti- 
mization, subject to the constraints of nonnegative elasticities of pro- 
duction (see Press et d. 1992). 

The positive autocorrelations are due to the unavoidable ap- 
proximations for the boundary conditions on the elasticities of pro- 
duction3 and, as a consequence, the necessarily approximate char- 
acter of the production functions. When estimating the gross 
domestic product of the United States, Japan, and Germany be- 
tween 1974 and 1995, using a translog-type production function of 
capital and labor with cost-share weighting and exponential time de- 
pendence, the econometricians of the Deutsche Bundesbank (1996) 
obtained 0.997,0.995, and 0.97 for R2 and 0.42,0.32, and 0.24 for 
dw, respectively. 

7. The time-averaged LINEX elasticities are approximately equal 
to the constant elasticities of production of the energy-dependent 
Cobb-Douglas production function q = q,,fi@oe1%40that also fits 
reasonably well to the empirical data. Thus, energy-augmented 
Gbb-Douglas functions approximate the LINEX functions on past 
growth-paths in factor space that, of course, did not violate the 
physical limits to substitution. 

8. An opportunity to start this process was offered by the semi- 
nar "Economic Growth: Driving Forces and Constraints in the 
Perspective of Economics and the Sciences" of the WE-Heraeus 
Foundation (WE-Heraeus-Stiftung, PO Box 1553, D-63405 Hanau, 
Germany) from 22-25 October 2000, in Bad Honnef, Germany. 


